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temporally second-order accurate. Various computational tests have been performed
to demonstrate that the numerical approach is efficient in designing the complicated
structures of thermal fluid flows.
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1. Introduction

Topology optimization [1-5] has been attracting considerable interest in various physical processes, such as shape
optimization of transport vehicles [6,7], optimal pipe bending structure [8,9] and biomechanical production of artificial
stents [10,11]. Thermal-fluid topology optimization considers the influence of the fluid flow to design the composite
structure under the limitation of physical constraints, which has gained extensive attention in thermal engineering
applications [12], such as gas turbine production [13], heat sink device production [14] and 3D printing [15,16]. The
topology optimization of thermal-fluid system in literature can be classified into the following categories: the motion
of fluid flow, the heat conduction and convection and the coupled thermal-fluid problems. Borrvall and Petersson [17]
introduced an objective energy with a Brinkman penalization sink term for the momentum equation. By minimizing
the dissipated energy in the fluid, the optimized shape can be obtained. Various extended works such as studies with
incompressible Navier-Stokes flows [18,19], no-slope-selection thin film and gradient models [20], laminar flows with
minimized pressure drop [21,22], Darcy flows with maximized flow uniformity at the outlet [23,24], have been conducted
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in the last decade. The topology optimization of heat conduction and convection, which involved variation of temperature
between fluid and solid domain based on the thermal interactions, has been proved to offer the optimal structures with
unconventional tree-like shape [25,26]. The studies on the thermal-fluid system coupled with the two categories have been
implemented after the wide applications of the topology optimizations for the heat conduction and fluid flow [27,28].

Topology optimization was originally based on the homogenization theory [29] and now evolved into different
directions, which can be roughly categorized as: density approach, evolutionary approaches, topological derivative, level-
set method and phase-field method. Sigmund and Clausen [30] used the mixed displacement-pressure formulation to
solve the pressure load problem of the topology optimization based on the standard density approach. This method defined
the void phase as a hydrostatic incompressible fluid to transfer the pressure from the external boundary to the internal
structure, which was independent of the shape or topology. Motivated by this method, various density-based schemes
were proposed for the applications of the large scale Stokes flow problems [31], turbulent flows problems [32] and steady-
state fluid-structure interaction problem [33]. Vicente et al. [34] carried out the finite element analysis for the frequency
response of a multiphysics system involving fluid-structure interaction. They applied the bi-directional evolutionary
structural optimization approach to circumvent the problems faced by the density based optimization methods, in which
the acoustic structure interfaces can change their locations during the optimization process. The evolutionary method has
been widely studied in recent years [35-37]. The topological derivative-based method was applied to design the fluid flow
channel where solid and fluid material was distributed in a porous medium [38-40]. Challis and Guest [41] used the level-
set method for the optimization in Stokes flow. Kreissl and Maute [42] discretized the topology optimization system by the
extended finite element method and used a level-set method to describe the fluid-solid interface geometry. Additionally,
the level-set equation was needed to be reset in the middle of computation to ensure the continuous update of the
governing partial differential equation (PDE) so that the convergence rate of the optimization program decreases [43].
To overcome these problems, the phase-field method [44,45] has been a recently emerged approach within the field of
topology optimization. Garcke et al. [46] considered the phase field based topology optimization problems and distributed
some mathematically profound work [47,48], which is concerned with the well-posedness, existence, convergence study
of the phase field based system for solving topological optimization problems. A considerable amount of work based on
phase field model further extended its theoretical and numerical research of topology optimization [49,50]. Furthermore,
quite a few existing works of convergence analysis [51,52] and error estimate [53] for the phase field model coupled with
fluid motion were performed to verify the superiority of the phase field method.

In this paper, we will establish an efficient topology optimization system for the thermal-fluid. The computational
framework is coupled with the time-dependent Allen-Cahn (AC) equation, the incompressible Stokes equation and the
heat transfer (HT) equation, which can be used to simulate the evolution of the interfaces in fluid-solid coupling system.
Theoretically we prove the existence of the minimum solution of the optimization problem. The governing system has
been discretized by the Crank-Nicolson (CN) method to have the second-order temporal accuracy. Furthermore, the
Picard-iteration method has been applied for the coupled system. The resulting system can be proved to be unconditionally
energy stable. Several numerical tests will be performed to verify the robust performance of the proposed method.

The contents of this paper are as follows: In Section 2, we briefly introduce the constrained thermodynamic topology
optimization problem. In Section 3, we provide the detailed description of the proposed Crank-Nicolson-type scheme
with second-order temporal accuracy and prove the unconditional energy stability of the numerical system. Section 4 is
devoted to present various computation tests. Concluding remarks are given in Section 5.

2. Formulation of topology optimization problems

In this section, we introduce the shape optimization problem with thermal-fluid based on a phase-field model. Using
the constraints of the incompressible Stokes equation and convective heat transfer equation, the ultimate optimal shape
can be obtained by the proposed topology optimization scheme.

2.1. The description of original optimization problems

We first introduce the original optimization problem by minimizing a certain objective functional with the constraints
of incompressible Stokes equation and convective HT equation. The optimized shapes and fluid-solid domain can be
chosen in a given, fixed Lipschitz domain 2 C R™(m = 2, 3). Let 32 denote its boundary and the outer normal vector
for £2 is denoted by n. Let us introduce ¢ € L'(£2) as a characteristic function of bounded variation in £2 and denote
V(£2, {0, 1}) as the space of functions of bounded variation in §2, which can be interpreted as ¢ = 1(x € $£2) and
¢ = 0(x € £2). By introduce the Caccioppoli set E C £ with ¢ = xr € V(£2, {0, 1}), we can use the corresponding
Caccipppoli set £2r := {¢ = 1} to define the fluid subdomain. Furthermore, we denote the solid subdomain as 2, = 2\ £2;.
The original model for shape optimization can be defined as the minimization of the following functional:

1
min Jo (u,T):/ (ﬁ|Vu|2—u-f)dx+/ —T2dx 4y T (), 1)
2 2 2 22
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subject to

Vp—-V - (uVu)=f in £2f,

V.u=0 in £2f,

n-Vp=20 on 082,

u:(l)) in .QC (2)
Vu-n=0 on 952,

u=g on 082,

pCT; =V - (KVT) — pGou - VT in £2, 3)
VT-n=0 on d4s2.

The objective functional of the fluid topology optimization Eq. (1) is composed of the following parts: The first term is
the compliance energy for the Stokes flow, where u is the viscosity of the fluid, u is the velocity field and f is the external
force act on the whole of £2. The second term is the thermal energy, where T is the temperature field. The last term is the
perimeter penalization, where y is the positive penalized parameter and I"($2¢) is the length of the perimeter of £2;. This
term is added to overcome the issue of lacking the general existence of minimizer [54]. The notations for the constrained
conditions are denoted as follows: p is the pressure field of the fluid. K, C, and p is the thermal conductivity coefficient,
the thermal capacity and density of the fluid, respectively. It should be emphasized that the velocity field is defined on
the whole of §2, while in £2 it is constrained by the Stokes functional and in £2; we set u = 0.

2.2. The objective functional of the shape optimization problem based on the phase-field model

In this subsection, we will modify the objective functional based on the phase-field model. The non-fluid region has
been replaced by a porous medium with small permeability [17], which implies that we can extend the fluid computing
region(£2r) into full the whole computational(§2). The sharp interface between the solid region(low permeability fluid)
and the fluid region has been replaced by a diffuse interface. The design variable used to distinguish the regions filled
or not filled with fluid is denoted by ¢, which is chosen in H!(£2). We take different values to represent the fluid
domain(¢ = 1) and solid domain(¢ = 0), respectively. The diffuse interface between fluid and solid denoted by |¢| < 1.
To replace the multiple of perimeter functional y I"(£2;) in the original objective functional Eq. (1), we use the multiple
of Ginzburg-Landau energy [55]

1
ve@) =y [ (51908 + 1r0)) ox @
Q €

where F(¢) = ¢*(1 — ¢)?/4 is the double well potential. Here y is considered as the weighting parameter of the
approximation substitution, which forces Eq. (4) to converge as ¢ — 0. The two constrains are equivalent since the
Ginzburg-Landau energy is the approximation of the perimeter functional refer to [56]. Here € is proportional to the
interfacial thickness and V denotes the gradient operator of the computation. Considering that we substitute porous
medium for solid domain, the permeability «.(¢) : [0, 1] — [0, &.] is defined as a smooth function of ¢ and the stokes
flow is transformed to Darcy flow as:

a(pu—V-(uVu)=u (5)

where «(¢) is decreasing, surjective and continuous for €. In this paper, we chose «.(¢) = &, (1 — ¢), which is introduced

for hydrodynamic topology optimization in [57]. Here (&.)~' is the permeability and satisfy & > 0. Considering the
~ ~ 2

smoothness and well-determined of the porous medium system, we impose that lim._,o&. < oo and @; = o (s‘?).

Thus, a penalty term f o ae(¢)u|?/2dx is added to the modified energy, which confirm that the velocity is small enough
in the porous medium(i.e., ¢ = 0) and satisfies lim._.ou = 0. In addition, a volume constrain has be considered in
the modified objective functional to yield an upper bound on the amount of fluid. We use V(¢) := fg ¢dx to denote
the volume of the region fulfilling fluid and add the penalty term B (V(¢) — Vo)? /2 to the modified objective functional,
where Vj is the desired volume. Here S is a positive parameter, which limits the influence of the volume constraint and
can be chosen corresponding to the application. As discussed above, the modified objective function can be summarized
as:

. _ 13 2 € 2 1
m{;n](¢,u,T)_/;z(E|Vu| u f)dx—l—y/9<2|v¢| +€F(¢)>dx

a($) 1, B RS
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subject to
Vp =V - (uVu) + a(pu=f in £2,
V.-u=0 in £2,
_ (7)
Vu-n=0 on 42,
n-Vp=20 on asx2.
pCTy =V - (KVT) 4+ pGu - VT =0 in £2, (8)
VT -n=0 on d4s2.

Some notations should be remarked here: (i) As we replace solid region with porous medium, solid-liquid distinction
is no longer considered in the entire computational domain(i.e., 2, = ¥, £y = £2), and the original problem has been
converted to a constrained optimization problem of two phase fluids. (ii) The parameters u, K, p and C, are related to
the phase field function, which can be updated by

w(@) =p1+ (u2 —p1) ¢, K@)=K + I —Kp) ¢,
p@) =p1t(2—p)¢, G@)=C+ (G —-Cé
where u;, Ki, pi and Cj(i=1,2) denotes the constant viscosity, thermal conductivities, density and thermal capacity of the
two phases, respectively. Additionally, we assume that u;, K;, p; and G are all temperature independent.
Based on the variational derivation, we apply the gradient flow approach. The evolution of the phase-field function
¢(x, t) is governed by:
a9 Jj Y LA
A Ap — —<Lu|® — B (V(¢) — Vi 10
Py 50 c (@) +yeldd 5 lul® = B (V(g) — Vo) (10)

using the following variational principle of the objective functional:

(9)

d
(iw) 41+ i w.T)

5 o
=2 [ e evy - vopaxs [ v (“ D4 5wig) - v’(¢)) dx

$2 2
=Z/ (F(¢) — €2 Ap) ydx + /w<ae( ) jup? +/3(V(¢)—V0)V/(¢)) dx+y/ L
e 7 2 ae 0N

/ (ZF'(@ Yepg+ (¢)|u| +ﬂ(V(¢)—Vo)V(¢)> Ydx,
2

€

where we use the Neumann boundary condition for the phase variable, i.e, V¢ - n = 0 and (-);, is the L, norm inner
product. Furthermore, we can obtain the derivation of the proposed equation of the velocity u in the similar way:

du

] d
(7],‘,) = d*](¢vu+77vsT)
Ly n

n=0
:/(p,Vu-Vv)dx—/ f-vdx+/ a5(¢)u~vdx—/ pV-vdx—/ n - Vpds (11)
2 2 2 fo) FYe)
:/ (Vp—V-(uVu)—/ fdx+oz5(¢)u> vdx,
o) 2
which subjects to
3]
g = VPV (uVu) +adgu—f. (12)

Herein, we have established the hydrodynamic topology optimization system based on the phase field model. In the
following parts, we will introduce two significant results with the proposed system.

Theorem 1. There exists a minimizer (X*, ¢*, u*, T*) to the optimization problem Eq. (6) with the constrains Egs. (7)-(8), i.e.,
Ix*, p*, u", T ) e 2 x & x U xT;, s.t. J(X*,¢",u*, T") <J(X,¢p,u,T), (13)

where ¢ belongs to @ C RY, u belongs to U ¢ R¥*? and T belongs to T, C RY. Here U, & and T, are closed and weakly closed
of H\(2).
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Proof. Without loss of generality, we assume J(X, ¢, u,T) : (£2,®,U,T;) — R satisfies the Carathéodory condition,
which can be summarized as

o J(X,-, ) R x R x R — R is continuous for almost every x € 2.
e J(-,¢,u,T): 2 — R is Lebesgue-measurable for each ¢ € RY, u € R¥*? and T € R%

Based on the Carathéodory existence theorem, we derive that J has a constant lower bound. Refer to [54], the solution u
and T are measurable and bounded. Thus we can define a solution operator as

S:® — U and S(¢):=u, such that u satisfies the constrain Eq. (7).

14
G:® — Ts and G(u):=T, such that T satisfies the constrain Eq. (8). (14)

Let us choose an admissible sequence lim;_, ;oo (¢i, Wi, Ti)iear = (o, Wo, To) C @ x U x T, particularly, the sequence
satisfies u; = S(¢;) and T; = G(w;) for all i € N. Then we will prove in turn that (i) (¢, g, Tp) is admissible of Egs. (6)-(8)

and (ii) the optimization problem J satisfies the weak lower semicontinuous property.
(i) For the fixed v € U, we can obtain that

lim;_, 00 /;2 (cte (i) U; — e (o) ) - vdX
= [ @@ @yu i+ [ @ 6w 0o u) - vix =0
since that
/ﬂ (e () W — e (91) o) VX = i [ — Woll(zy V] 22) and T s 5 — Wl 2y = O,
i [ a0 w0 = 9o ) v = limi o, [ (@ 8) = o)) (o v =0,

Refer to [58], there exists pressure p € L*(£2) such that uy = S(¢)) and Ty = G(up).
(ii) According to the Cauchy sequences of sequence of functions, we obtain that

lim | F(¢)dx= / F (¢o) dx,
2 2

i——+o00

lim [VuPdx = | |Vug|?dx,

i——+00 o o

lim |V¢,~|2dx=/ |V o 2dx. (15)
1— 400 Q Q

dim [ (7 = T3)dx = lim | (Ti 4 To)(Ti — To)dX < 2Tmal|Ti — Toll2(q),
imtoo Jo =400 Jo

where lim |[|T; — Tollj2(o) = 0 and T; is bounded by Tngy.
i—+00

Therefore, we only need to consider the continuous properties of the strongly coupled term in the objective equation.

lim
i—>+00 Jo

= lim / ae (¢7) (luil* — [ug|*) dx + lim f (cte (¢1) — e (o)) lup|* dx
i— 400 Q i—+400 Q

o (69 luil® dx — / o (o) ol dx

2

< lim &e/ [u; — up| Ju; + up| dx + lim / (e (9 — e (o)) lug|* dx
1— 400 I 1— 400 k73

< lim @ [l + uoll2(0) W — woll 20y +  lim /(ae (1) — ae (¢0)) lup|* dx = 0. (16)
i—+00 i—»+400 Jo

The combination of Eqgs. (15) and Eq. (16) estimates that the objective function of Eq. (6) is lower semicontinuous,

ie., J(¢o, o, To) < liminfi o0 J(¢i, W, Tp).
Considering the well-posedness of this system and the lower semi-continuity of the objective function, there are at
least one minimizer (¢g, g, Tg) minimize the objective function J. O

5
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Theorem 2. Considering the state functions Egs. (7) and (8), the solution to the system Eq. (10) forces the modified energy
Eq. (6) to satisfy the following energy law:

%]up, uT)<0, t=>0. 17)

Proof. By taking the inner product of Eq. (7) with u, Eq. (10) with —¢, and Eq. (8) with T, we can obtain the following
energy dissipation law:

d
a](‘ib,ll,T)
:f (uVu~Vut—f-ut)dx+y/
2

2

(ew Vor + 1F/<¢>)¢t) dx
+ / ( v+ 2 @) dx + f TTdx + / BV (®) — Vo) V/(@)pedx
2

=/ <—v'(Wu>~uf—f~uf+ae(¢)u-uf>+/ TTdx

(¢)

+( /—6A¢ ¢ + F(¢)¢r — [y ¢t+ﬂ(V(¢)—Vo)V/(¢)¢t> dx
2

:/ —Vp-u[dx—/ ¢t2dx—|——/ TV . (KVT) — pCKTu - VTdx
Q Q PG Ja

K
—/ ¢3dx—/ —|VT[?dx < 0,
2 2 PG

where we have used the following equations:

/—Vp-utclx:/anfdx—/ put-ndx:—/ pu; - ndx = 0.
2 2 082 a2

This completes the proof. O

3. Numerical scheme for the shape optimization problem

Let us introduce the discrete formulation and implementation for the proposed shape optimization problem. The
thermodynamic scheme for topology optimization is discretized in two-dimension domain £2 = [a, b] x [c, d] with a
Ny x Ny, mesh grid, where Ny and Ny are even integers and N = NyN,. Then, we denote h = (b — a)/Ny = (d — c)/N, as
the spatial step. Let us consider the following sets: E; :={i-h |i=0,...,m},Cy, :={(i—1/2)-h|i=1,...,m} and
CGq={(i—1/2)-h|i=0,...,m+ 1}. Then we have the following function spaces:

men:{d):CmXCn_)R}y meﬁ:{¢:CmXCﬁ—>R},

Caxn =1{¢ : Ga x G > R}, Cnxa=1{¢:Cy x G — R}, (18)
=1 EnxCG—R}, &35, =1{:CyxE; — R}.

The staggered marker-and-cell (MAC) mesh is used in which the pressure and indicator function are stored at cell centers
and velocities at cell interfaces. Let us use ¢> l . pl and T"j to denote the approximation of ¢(xj;, nAt), u(x;;, nAt),
p(x;, nAt) and T(x;;, nAt), respectively, where At 1s the temporal step. Let us denote the x-dimension and y-dimension
center-to-edge average operator as Ay : Cmxn — Eny, and A, men — & ,» denote the x-dimension and y-dimension
central difference operators as Dy : Ciixn — &y, and Dy : meﬁ — &, denote the edge-to-center difference operators
asdy 1 EXY, — Cmxn and d, 1 €75 | — Cmxn, respectively. Thus we can define the discrete operators before presenting

the second order numerical scheme
1 1
AxPiviy2j = 3 (¢ij + dir1) . Dait1jaj = B (bi+14 — dij) -
1 1
Ay¢i,j+1/2 == (¢ij + Gij1) . Dydijr12 = M (Pijr1 — dij) -
1
dyij = (¢z+1/2] Bic1/2j) . dydij = h (bijr1/2 — Dij-172) »

h
Agij = dx(Dxg)j + dy(Dyd)i = (diz1j + Pijo1 — 4ij + Bijs1 + Bir1j) /12,

Nx Ny Nx Ny
(@ V)a=D_ Y dijijs Add)=h"D_> ¢y gl =h®, ¢k,

i=1 j=1 i=1 j=1
6
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m n

1
(U, Vew = 5 Z Z (Ui1/2,Vi01/2 + Uim1/25Vi-1/2,)

i=1 j=1
m n

1
(U, V)os = 3 21: 21: (Uiga1/2vij41/2 + Uij1/2Vij-1/2) »
i=1 j=

IVagll3 = h* (Dxgp. Dy + h* (Dyp. Dy9h) .
[l = h? W, Wew + 1 (v, V),
IVaull3 = h? (Dett, Dstt)ey, + h* (Dyu, Dyu) . + h? (Dyv, Dyv)ns + h* (Dyv, Dyv) . (19)

Refer to [59,60], we can fine that the above weighted inner products satisfy the discrete Green’s first identity and the
Green’s second identity.

3.1. Second-order accuracy scheme for the constrained formulation

In this section, we present a second-order numerical scheme for the thermal-fluid-based topology optimization
problem with the constrained function Eqs. (7) and (8).

n+1 _ 4n
O = T (3rh) gt - ) 4 ve (6 (00" E) +dy (D077 2))
€
~ 2 1
Ge [u")? + Ju| V(¢") +V(¢")
T L ), 20a
T 2 A 2 0 (20a)
n n+1
Dt = (e (130 ) s, (e ipyurd)) 4 SO 2 O ey goney, (200)
n n+1
D"t E = (d (2D 3) + dy (3D ) ) + o ) +2a6 @) et — e, (200)
dxun+l + dyUn+] — 0’ (20d)
n+1 _ Tn
r-r__ 1 (K™ 3,773 4 k4D, T3 )
At pﬂ+%cg+7
U™ 2D, T2 4+ ™ 2D, T2 =0, (20e)

where ¢™3 = (™1 + ¢")/2, §M2 = (3¢" — ¢")/2, pTTE = (W 2, W = (T w2, B =
1

(o1 4 fony /2, gty — (B 4 )2, K3 — (K" + K"™1)/2, pn+% = (p" + p™1)/2, C:"'j = (7 + C;;H)/z and
T = (T™ + T™1)/2. We apply the following weighted inner products to deal with the boundary conditions as:
Ny ny
(f, 8lew = —(1/h) Zgl/Z,jfl/Z,j + (1/h) Zgnx+1/2,jfnx+l/2.jv iff,g € &nvn
. . @
(fr8hs = — (/D) Y girpfirp + (/0 Y Ginyrrpofimre, iff,8 € &y
i=1 i=1

Then, we give the computational solutions of the proposed optimization system. Because the phase motion is coupled
with the velocity field evolution, it is important to solve the Darcy equation and HT equation in a temporally matched
manner. Here, £ is a stabilizing parameter and satisfies & > max(F"(¢)) = F’(M), where M is the maximum of ¢.

Remark 1. We should point out that we restrict our attention to the order parameter ¢ which is bounded. The original
Allen-Cahn(AC) equation satisfies the maximum principle refer to the existing discussions [61,62] on the maximum
principle of ¢. Our proposed hydrodynamic system is based on a modified AC equation, which may conserve the maximum
principle. In addition, the double-well potential F(¢) restricted the growth of ¢ to be quadratic and return ¢ to the normal
range. Although we cannot analytically prove ¢ is bounded in Eq. (20a) since u is coupled to ¢ and F(¢) exhibits quartic
growth at infinity, our numerical experiments confirm that ¢ is bounded if the initial condition is set as ¢° € [0, 1]. Thus,
we assume that there exists M, which is non-significantly larger than 1 and satisfies |¢| < M.

7
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For the given initial ¢", u" and T", we compute ¢™*!, u"*! and T"*! by integrating the following steps:
Step 1. Update the phase ¢"*! with Eq. (20a) as
¢n+1,q+1 _ ¢n y (~n+l) 5;' i1 -1
r T —_T|F 2 2 Jq+1 ny _ n+5
T . ¢"2 )+ 5 (¢ +¢") — &9

+ ye (dx (Dx (¢n+1,q+1 + ¢n)) + dy (Dy (¢n+1,q+1 + ¢n)))

~ n2 n+1 2 ¥/ n + Vv n+1,q
L e o | —5( a@ +Va (™) )

2 2 2 (22)

. . . . . . 2
where q is the index of Picard iteration and we apply the procedure until ||¢>”+"q“ — @1 ||d < tol.

Step 2. Take the divergence operator to both sides of Eq. (20b) and update the pressure p™*! as:
dy (Dxp’”%) +d, <Dyp”+%> = dfm 7 4 d, Pt

5 @+ A (87) + e (6771))) + (4 0 Ay (67) + e (7))

4
Update the velocity field u™*! with Eq. (20b) as:
n n+1
ias: (dx(Dxu"+%)+ dy(Dyanr%)) BROURLEL ¢ )u’”% = D" 7 — 3,

2 (23)

o " 4+ « n+1
i (dDa ) + (D)) — @D 5 O™ ot _ pypred el

To obtain the solution of the pressure and velocity field, we employ a Picard iteration as follows:

d"(DxanerH) + dy<Dypn+1'm+]) + d*<D"pn) + dY(DyPn) = 2d "2 + 2d, P2

_ %(dx((u” T un+1,m)AX (ote (¢n) +a, (¢n+1))> + dy((v" + U"H’m)Ay (Ole (¢n) ta. (¢n+l))>>’

u2 (dx (D™ 11 4 (Dyun+1,m+1)> (9 +a(gmr ) umtm
2 2
D n+1,m+1 D.p" n n+1 un n+%
=2 TP, eld )“Lz"‘e(d’ )5 — £ — o (a4 (Dar") + dy (D) ),
1
e (dx (D™ 1) + d, (Dyv“H‘m“)) oo + ac(@mtt) prHhmt
2 2 2
D n+1,m+1 D,p" n n+1 n n+%
=2 EOP old )+2“5(¢ )"7 =3 = Eo (e (D) + d, (D)),

where m is the index of Picard iteration and we compute until

ot = pr o u—w < o -

Step 3. Update the temperature field with Eq. (20e) as:

Tn+1 —Tn
At

+urtip Tt g ) = ! : (dXK"*%DXT”*% + dyK"+%DyT”+%) . (25)
pl’H-% C:+f
Some notations should be pointed here: (i) We use two level values, i.e., ¢!, ¢°, u™!, u® T~ and TO, to initialize the
computation. Let us set ¢! = ¢° u™! := u® and T~ = T, which will not reduce the accuracy of the numerical
scheme. (ii) V(¢™*1) in nonlinear with respect to ¢"*! in Eq. (20a) by taking the inner product of Eq. (20a) with 1 and
using the definition of V(¢). Thus the Picard iterations is needed to makes the original nonlinear problem become a linear
solvable problem. (iii) There are also other efficient algorithms, such as Newton’s method and conjugate gradient method,
to solve the proposed model. In order to match the theoretical proof of energy dissipation, we adopt the above algorithm.
(iv) The central difference scheme is used for spatial discretization and the Crank-Nicolson type scheme is used for
temporal discretization, which are both second-order accurate. We will not prove but imply a numerical test to verify
that our algorithm conforms to second-order accuracy.
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3.2, Unconditional stability for the numerical scheme

In this subsection, we demonstrate the unconditional stability of the proposed scheme Eq. (20). Let us define the
modified energy as

%. —F” (O_n,n+1)

= 2

Ja (¢n+1, ¢n, un+1, Tn+1) =Jq (¢n+1, un+1, Tn+1) 4 2 y ||¢n+1 _ ¢n} > (26)
where the total energy is defined as

_ld (¢ﬂ un’ Tn)

Mn+7 n gn € n;2 1 n
= IVou" 3 — (o) + v (5 1Va0"15 + - (F (#") . 1), 27)
n " 2
+ “(‘2” )||u"||% .1 2”2 + g (V(¢") — V0.V (") — Vo),

and o™"*1 satisfies the following functional:

(F/((;5H+%), ¢n+1 _ d)n)d — (F(¢n+1) _ F(¢n), l)d

F”( n+1 n||2 n n—1|2 n+1 20" n—1]2 (28)
— H¢ —¢"[; = lo" ="+ 0" — 26" +6"1;) -
Theorem 3. If &€ > F”’(M), the solutions of Eq. (20) make the modified energy decay with respect to time:
jd(¢n+1 ¢n un-H Tn+1) _jd(¢n (pn—l u” Tn)
1 5 1 12 &- —_ F/ (gnt1n 2 (29)
=_Xt ”¢ﬂ+1_¢n||2_AtKﬂ+2 vdTn+2 2_ 4(6 )y|’¢n+1_2¢ﬂ+¢ﬂ 1”2 50
Proof. By multiplying Eq. (20b) with u™! — u" and Eq. (20c) with v"*! — v", we can obtain the following function:
1
I"Ln+2 ((D un+1 D un+1) +(D uﬂ+1 D un+1) _ (D u. D un) _ (D u". D un) )
2 X s Ux ew y s Uy ew xU, Ux ew yt, Uy ew
1 1
+ 5 (a€(¢n+])un+]’ un+])ew o 5 (a€(¢n)un’ un)ew - (fxynJﬁ]’ un+1)ew + (fX.ﬂ, un)ew
1
= 4 (a€(¢n+1) —ae(¢"), W " ey + (U, un)ew)ew ) (30a)
and
1
Mn+2Dn+1Dn+1 Dn+1Dn+1 DnDn DnDn
5 (( xU , UxU Ins + ( yU , Uy Ins — (Dxv", Dxv" s — ( yv-, Dyv )ns)
1 1
+ 5 (a€(¢n+l)vn+1’ vn+1)ns _ E (Otg((f)n)vn, vn)ns _ (fy¢n+17 vn+1)ns + (fy,n7 vn)ns
1
= 4 (a€(¢n+1) — e (¢n) (" g 4 (0", vn)ns)ns . (30b)
By taking the inner product with Eq. (20a) and —(¢""! — ¢"), we obtain the following equation:
1
_ E(¢n+l _ ¢n’¢n+l _ ¢n)d
= L(F@ i 0m —¢") + L (g =gt g ).
1 1
ey (e (Dug™2) @™ = 9")  —ey (+dyDy@" ) @ —g")
o (§M) o (") P
+ T — ¢
4 2 .
B
+ 5 (Val@™) + V(@™ — 2V, 6™ — ¢"), (31)
_v £y - _
7 (F (¢n+2) ¢n+1 _ ¢n> 420 ((¢n+l _¢n’¢n+1 _ ¢n)d _ ((pn _ ¢n 17¢n _d)n l)d
€ d 4e

9
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€ €
HP™ —2¢" + 9" M — 29" + 0" 1)) + Y (D™, D™ e + %(Dm”“, Dy s

2
n|2 n+1)2
(Dx¢ ) ) _ % (Dy(f’n, qu)n)nS _ (Ols (¢n+1) — o ((])") , |u|—|—4|u|)
d

‘ <

N[ o

+ = (Va (¢") = Vo, Va (™) — Vo), — g (Va(@™) — Vo, Va (¢") — V), -

1
By taking the inner product with Eq. (20e) and T”+%/ (,o”;C;,HZ ) we can obtain the following:

1
Tn+l _ Tn’ Tn+1 "
2At ( 1,
= (u"+%DXT”+%, T”+%) - (u'”%DyT"*%, T”+%)
ew ns
1
+ ——— (@K™ 3D,T™ ), T )y + (dy (K™D, T4, T4, ) (32)
n+2 Cn+2

— _ <un+§DxTﬂ+% Tﬂ+%>
1

— (DT DT e + (KD, TR, DT )

n+2 C

1 1 1
_ <Un+2DyTn+2 , Tn+2)

ew ns

Since that (u”+7DXT”+7 + v"+%DyT”+%, T”+%> = 0 has been proved in [63], thus
d

1 AtK™ 2
S, = - A (o1 prr, 407 D1 ).
2 d n+ n+3
212G
Considering the term F (¢”+1) — F (¢™) with the Taylor expansion as:
+1
(F(¢"™) — F(¢"), 1),

= (F(o" ). 1), = (F@™4).1) + (F@" D). 1) = (F@". 1),

_ (F/((Z)H%), P — Gt %) (I:N(l) (¢n+1 _ (}n+%) e — (}n+;> (33)
d

- F n+1,n
= (F@ e —9") + % (0" 4" 0" "), = (6" = 4" 9" — "),

— (¢n+1 _ 2¢1’1 +¢n—1’ ¢ﬂ+l _ 2¢n +¢n—1)d)’

where the three constants g”“ ¢y, and o™ can be obtained based on the Cauchy’s mean value theorem [64]. Thus,
we obtain the energy dissipation by multiplying the above equation with h?/2 and summing them as:

jd (¢n+1’ d)n’ un+1’ Tn+1) _jd (d)n’ ¢n—1’ un’ Tn)

n+l

no2 2 Ye 2
= P (Va2 - = w0, 4 2 (v~ [ ver2)
ae (9" Hun 2
2

B

2
%( ( n+1) ( n)71)d+%ﬂ+l)uun+1”§_

(I =1 E) + 2 (v (0 o) = (v (67) ~ ) 1)
¢

d
F// n+1,n ) 9
2D, (9 gl o - o)
Mn+%h2
— 5 ((Dxun+l, Dxun+1 )ew + (Dyun+1, DyunJrl)ew + (van+1’ van+1)ns + (Dyvﬂ+l, Dyvﬂ+1 )ns

- (Dxun’ Dxun)ew - (Dyun’ Dyun)ew - (D"Un’ van)ns - (Dyvn’ Dyvn)ns)
10
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1
_ <un+l _ un’ Fc,n+7)

2
yezh ((Dx¢n+1, D™ New + (Dy@", Dyp™ )i

— (D", Deg"),,, — (Dyo". Dyg"), ) + 2 (F(o™") —F(¢").1),
e (¢m) B2 o (9™ 1

e T2
h2

+ = ((Tn-H, T, — (Tn’ Tn)d) 4 g ((V (¢n+l) _ Vo)z B (V (¢n) _ Vo)z , 1)

— F” (Un+l,n)

1
_ (er»l _ vn’ fy,n+2>

ew ns

+

((un+17 un+1)ew + (Un+1’ Un+1)ns) ((un’ UMew + (V" Un)ns)

d

+ 2c y (h2(¢n+1 _ ¢n, ¢n+1 _ ¢n)d _ h2(¢)n _ ¢n717 ¢n _ ¢n71)d)
n+1y _ n
_ % (¢ )4 o (¢ )hz ((u"“, U)oy + (v”“, vn+1)ns)
ac (B —ac @) L . o
D2 O (0, 07,07,
h2
+ Lo (D™ D™ e + (D™, D™ s — (Da". Ditew — (Dy8™ Dy )
+ L (E" )~ RN 1), + 5 (v (077) o)’ = (v (7)) 1),
2
+ % (Tn+1 _ Tn, Tn+1 + Tn)d
—F" n+1,n
+ %yoﬁ (¢n+1 _ ¢n7 ¢n+1 _ ¢n)d _ h2 (¢n _ ¢n717 ¢n _ ¢n71)d)
h? ~ 1
= (@ 9" 9 =g, = L (F@ g - g7)
g]/hz n+1 n n+1 n n n—1 n n—1
=S (@ = 9" e = 9" — (67— 9" 9" — 9",
(P — 20" 4+ @™, g — 29" 4 ¢n—1)d) + g (F(¢n+1) _F (¢n) ’ 1)d
n+dp2
_ AT (172, DT ) + (0,3, D), )
n+%q';+7
—F" n+1,n
+ ; 4(: ))/ (h2(¢n+1 _¢n,¢n+1 _ ¢n)d _ h2 (¢n _ ¢n—l’¢n _¢n—1)d)
1 n n Y 7 gn+d n n Y n n
== o =9y = T (F@ o —g7) 4 T (E () —F(97).1),
nt 1 ; _ F" (gntLn
et K] igqgglvw”“JW+w”M
pn+§C£‘ 2 2 €
1., . AtK™3 2 E—F (o™ . —
=-— ¢ -9 ||§—m HVdT " 2—+)7’ ¢! = 26" +¢"]; <.

2 Cp
which corresponds to Eq. (29). O

Remark 2. We should remark that the present framework with the modified energy convergences to the original
optimization problem. Although we cannot prove that the original energy is unconditional decreasing, we can see that

e nn+l
the original energy is bounded by the modified energy, i.e., J; (¢", 0", T") < J4 (¢", u", T") + %y Hq}"“ — " ||2 if
£ > F"(M). Let us denote {¢", u", T"} as the solution of Eqgs. (20) in a iteration, which starts with initial values {¢°, u, T°}
and {¢~",u ", T-'}. Here ' = ¢°, u~! = u® and T~! = T°. With the assumption & > F”(M), the following inequality
can be obtained:

f _ F// (an,n+1

T (¢n+1’ utl, Tn-H) s (¢n+1, o", uml, Tn+1) _ _ i )y H¢n+1 " ”z <0,
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Fig. 1. Temporal evolution of (a) the discrete modified and original energies using the proposed scheme and (b) the maximum and minimum value

of ¢.

which implies that
Ja (¢n+1,un+1, Tn+1) <Ty (¢n+1,¢n,un+1, Tn+1) <...<]J, (d)o’d)q’uo’ TO) - (¢>0,u°, TO).

Thus, the original discrete energy is bounded by the modified energy, which is indeed non-increasing with respect to
time. Despite it is difficult to prove that the original optimization problem (Eqs. (6)-(8)) satisfies a energy dissipation
law, the results of the numerical tests presented in Section 4 indicate that the original energy J(¢, u) is non-increasing.

4. Numerical results

We present computational tests to demonstrate the efficiency of the proposed method. Unless otherwise specified, we
will choose the computational domain as £2 = [0, 10] x [0, 10] with a 512 x 512 mesh grid. The following parameters for
the numerical simulations are chosen as: 1 : 2, =C: G =K : Kb =1:1, ¢ = 4h/(4«/§atanh(0.9)), a. = 10, 8 = 10,
y = 0.5, &£ = 0.5 and At = 0.5h. The external force f = (10, 0) is imposed in the local circular region with center [5, 5]
and radius r = 1. We use the Dirichlet boundary condition for the phase-field ¢, the velocity field u and the temperature
field T. The Neumann boundary condition is used for the pressure field p.

4.1. Non-increasing discrete energy test

To demonstrate the energy decrease, we study the temporal evolution of the scaled discrete energy J4(¢™)/Ja(¢°). We
apply the numerical test of the design of rugby in the computational domain £ = [0, 15] x [0, 10] with a 768 x 512
mesh grid. The initial conditions are chosen as follows:

#(x,y,0) = 0.5 — 0.5 tanh (—max(|x —5/—2, ly—5|— 2)/(ﬁe)) ,
u(x,y,0)=(5¢ (x,y,0),0), (36)
T(Xay’ 0) = T0¢ (Xay’ 0) .

Here we choose the non-default parameters as follows: To = 20, y = 0.01 and Vy, = 16. The inset figures are the
morphology of the phase field at the indicated times. The velocity fields during the evolution process are presented on the
sub-figures. The modified energy and the original energy have been normalized by the initial energy. The results of shown
in Fig. 1(a) suggest that the fluid goes from left to right away from the obstacle and the solid shape becomes an ellipse.
Furthermore, we can observe that the modified energy dissipates during the evolution. We also can find that the original
discrete energy is bounded by the modified energy and non-increasing. Furthermore, we have shown in Fig. 1(b) that the
value of ¢ is essentially bounded. The slight deviation of ¢ from the value range is caused by aé(¢)|u|2 /2. However, since
the double-well potential F(¢) restricted the growth of ¢ to be quadratic, ¢ is boundedness.

4.2. Convergence test

We implement two computational tests of the temporal and spatial truncation errors to demonstrate the convergence
of our scheme. Because the governing equations have no closed-form analytical solution, we use the numerical solution
obtained by very fine grid indexes as the reference solution ¢™f. We consider the initial conditions and parameters setting
as Eq. (36). To compute the convergence rate for the temporal discretization with the fixed h = 1/512, we choose the
set of decreasing time steps as At = 3.2e — 4, At = 1.6e — 4 and At = 8e — 5. The reference solution is assumed to be

12
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Table 1
Errors and convergence rates with different time steps for velocity field u and v, phase field ¢ and temperature field T.
At Error Order
u v ) T u v ¢ T
3.2e—4 6.638e — 02 1.621e — 03 1.216e — 02 4.075e — 02 - - - -
1.6e — 4 1.508e — 02 3.389e — 04 3.102e — 03 9.297e — 03 2.14 2.25 1.97 2.13
8e—5 3.532e — 03 8.586e — 05 7.821e — 04 2.444e — 03 2.09 1.98 1.99 1.93
Table 2
Errors and convergence rates with different space steps for velocity field u and v, phase field ¢ and temperature field T.
N Error Order
u v ¢ T u v ¢ T
64 2.465e — 03 2.623e — 04 9.258e — 04 7.312e — 03 - - - -
128 6.554e — 04 6.912e — 05 2.205e — 04 1.808e — 03 191 1.94 2.07 2.02
256 1.345e — 04 1.808e — 05 5.131e — 05 4.171e — 04 2.28 1.94 2.10 2.12

obtained of temporal step At = 2e — 5. Here, the error is defined as e; or '= ¢i ar — ¢i’°f. Let log,(llei acll2/llei, ac2ll2) be
the rate of convergence. The errors and the rates of the convergence have been presented in Table 1. As can be seen, the
proposed method is indeed second-order accuracy in time, which is expected from the discrete scheme Eq. (20).

To demonstrate the convergence rate for the spatial discretization with the fixed temporal step size At = 2e — 5 until
t = 0.1, we use the set of decreasing spatial steps as h = 1/64, h = 1/128 and h = 1/256. Here, the error is defined as
ein = Qipn— ¢>i"’f. Let log,(lleinll2/llein/21l2) be the rate of convergence. The reference solution is assumed to be obtained
with a very fine space grid size h = 1/512. The results are shown in Table 2. As can be seen from the results, our method
is indeed second-order accuracy with respect to space.

Comparing to the direct solution of the optimization problem, the benefits of our proposed method should be remarked
here: (i) Our algorithm is second-order accurate, which implies that our method uses fewer iterative steps than the general
direct optimization algorithm. (ii) Our algorithm can ensure the energy dissipation law, which means that it will not fall
into local extreme points and get pseudo convergence.

4.3. Presentation of various classical shape optimization problems

In this subsection, we demonstrate several classical cases, such as the personalized design of the diffuser, growing
evolution of the pip bend and the arterial bypass design. The initial conditions are set as

1, fx=0and 10/3 <y < 20/3, 1, ifx=0and7<y <9,
¢1(x,y,00 =11, ifx=10and 10/3 <y < 20/3, ¢ (%,y,00 =11, ifx=10and 1 <y < 3,
rand(x,y), otherwise, rand(x,y), otherwise,

1, ify=0and 1 <x < 3,

¢3(x,y,00 =11, ify=0and7 <x <9,

rand(x, y), otherwise.

The initial velocity field for the three examples are chosen as

0.5y (10 —y),0), ifx=0and 10/3 <y < 20/3,
u; (x,y,0) =1 (6.75(y — 10/3) (20/3 —y),0), if x =10 and 10/3 <y < 20/3,
(0,0), otherwise,

&—709-y),0), ifx=0and7 <y <9,
wxy,0=4((y—-1B-y),0), ifx=10and 1 <y <3,
(0,0), otherwise,

O,x—1)3—-x)), ify=0and 1 <x <3,

u3 (x,y,00=4{ 0, x—7)(x—9)), ify=0and 7 <x <9,
(0,0), otherwise.

The initial temperature of the three examples are chosen as
Ti(x,y,0) =rand(x,y), Ta(x,y,0)=rand(x,y), Ts(x,y,0)=rand(x,y),

where rand(x, y) is a random number between 0 and 1. In our computations, the prescribed volume fraction for the three
examples are chosen as Vy = 50. The top row is the schematic illustration of inflow and outflow, the middle row is

13
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Fig. 2. Three classical shape optimization problems. (a) is the diffuser design, (b) is the curved pip design and (c) is the arterial bypass design. The
top row is the illustration of the initial conditions, the middle row is the results of the phase-field evolution and the bottom row is the temperature
field by the proposed method.

the phase-field results of topology optimization and the bottom row is the temperature field of the three examples. To
show the temperature changes resulting from the optimization, we assume that the temperature of the fluid is constant
and the heat is continuously diffused outward. From Fig. 2(a) to 2(c), the sub-figures show the results of the diffuser,
pipe and bypass, respectively. According to these results, it can be seen that the fluid flow drives the deformation of the
boundary between the fluid domain and the solid domain, thus the optimized shape is finally formed under the interaction
between the fluid and the solid. The bottom row shows the results of heat diffusion with the thermal-fluid of constant
temperature. As can be seen from the results in Fig. 3, the evolution of the objective results dissipate. It is worth pointing
out that the final optimization result is independent on the initial condition of the phase field. In other words, we can set
an initial value condition that is approximate to the optimized target shape to shorten the iterative process and accelerate
convergence.

14
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Fig. 3. Energy dissipation of the three classical shape optimization problems, i.e., diffuser, pip and bypass.

4.4, Comparing the influence of the volume fractions

In this section, we perform a comparison test to demonstrate the influence of the volume fraction for topology
optimization. We assume that the inlet is at the top of the box and the outlet is on the other three sides. We choose
the initial phase field as ¢(x, y, 0) = rand(x, y), the temperature field as T(x, y, 0) = rand(x, y) and the initial velocity
field as:

(0,(x—45)(x—5.5)), if y=0, 45<x<525,
(0,(x—3.5)(x—6.5)), if y=10, 3.5<x<6.5,

ux,y,0) = (45-y)(y—5.5),0), if x=0, 45 <y <55,
(y —45)(y—-55),0, if x=10, 45<y<55,
(0, 0), otherwise.

For the velocity field u and phase field ¢, we apply the Dirichlet boundary condition, i.e., the inlet and outlet fluid velocity
is consistent with the initial velocity field and the opening size remains the same during the evolution. It can be seen from
Fig. 4, under the constraint of the initial velocity and the volume fraction, the topological structures has been characterized.
By comparing the results obtained with different volume fraction, i.e. Vy = 50 and 60, the following properties can be
summarized: (i) The topological shape is influenced by the volume fraction of the fluid domain as well as the position
of inlet and outlet and initial velocity field. (ii) The small volume fraction results in a solid domain in the middle of the
fluid domain and the lid-driven flow in the square cavity can be obtained during the evolution. (iii) The large volume
fraction results in the uniform fluxes for the three outlets. Furthermore, we have to conclude that the volume fraction
can influence the velocity field during the evolution and leads to different topological structures.

4.5. Topology optimization in an arbitrary domain

We will apply a topology optimization test in an arbitrary domain to verify that the proposed method is not limited
by the computational domain. To show the efficiency of the proposed system, we consider the computational domain as
£2 = [0, 10] x [0, 10] with a 512 x 512 mesh grid. Here we use the Dirichlet boundary conditions for the blank domain
and assume that the temperature in the blank area is constant, i.e. ¢(x,y,t) = 0 and T(x, y, t) = Ty, if (x,y) € 052;. The
heat source is located in the black domain and provides thermal energy for the whole system. The initial conditions are
chosen as

_ ) rand(x,y), if (x,y) € 2\,
¢(x.y,0) = { 0, otherwise,
(0, (x—4.5) (x—5.5)), if y=0, 45<x<55,
0, (x —4.5) (x —5.5)), if y=10, 45<x<5.5,

ux,y,0) = (45—-y)(y—55),0), if x=0, 45<y<55,
(y—45)(y—-55),0, if x=10, 45<y<55,
(0,0), otherwise,
) To, if (x,y) € $2,
T(x.y.0)= { 0, otherwise.

The schematic illustration is shown in Fig. 5. The other non-default parameters are chosen as: K; : K, = 10 : 10,
C1:C,=200:200,uq:u; =0.1:0.1,& = 10,y = 0.1and Tp = 10. Since the initial state is with random contributions,
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Fig. 4. The dynamical behaviors of phase-field with different volume fraction (a) V=50 and (b) V,=60. From left to right, the indicate times are
t =2, 6, 10 and 20, respectively.

!

f.out]

Fig. 5. Schematic illustration of the initial velocity field and the computational domain.

we will perform a long-time evolution to simulate the changes of the topological structure and temperature. Fig. 6(a) and
(b) are the evolution of the phase-field and the temperature field. The indicated times for capturing are t = 0, 4, 8 and
20, respectively. From Fig. 6(a) we can see that the phase field converges under the influence of the fluid velocity field
and gradually forms a rhomboid pipe. From Fig. 6(b), we can see that the heat is spreading out from the center along the
fixed solid region, the temperature field has gradually evolved into a well-distributed mode from the initial distribution,
which corresponds with the physical context. Furthermore, we demonstrate the original energy and the modified energy
with or without heat source in Fig. 7. Since the heat source brings heat into the system, the total energy of the system
increases. Meanwhile, the modified energy and the original energy without heat source are non-increasing.
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OO0
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Fig. 6. The dynamical behaviors of the topology optimization procedure in an complex domain. (a) is the evolution of the phase-field and (b) is the
evolution of the temperature field. From left to right, the indicated times are t = 0, 4, 8 and 20, respectively.

08 Modified energy with heat source |

— — = Original energy with heat source
o6g  |Tm=e= Modified energy without heat source |
---------- Original energy without heat source

04"

0.2

0 1 1 1 1
0 200 400 lterations 600 800 1000

Fig. 7. The evolution of the modified energy and the original energy with or without heat source.

4.6. Investigation of the influence on the dynamics depending on time step

In this subsection, we will investigate the influence on the dynamics on time step to demonstrate the effectiveness of
the proposed method. The initial conditions are chosen as:
15— /(x =52+ (y — 52
V2¢ '

(=70 =y),0), ifx=00r10, 7<y=<9,
u(x,y,0) = .

(0,0), otherwise,
T(x,y,0) = rand(x, y).

¢(x,y,0) =rand(x, y) { 0.5 — 0.5 tanh

The other non-default parameters are chosen as 1 : 7 = 0.01:0.01, 8 = 1, V, = 70 and y = 0.1. As shown in Fig. 8,
the results are obtained, from left to right, with time step At = h, 0.1h and 0.01h, respectively. Obviously, it can be seen
that there is no visible difference between the results obtained by using the time step of 0.1h and 0.01h, while the results
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Fig. 8. The results of the dynamics velocity field with different time step. From left to right, the result is obtained with At = h, 0.1h and 0.01h,
respectively.

obtained by using At = h are disordered. Considering the strong coupling relation of the optimization problem, the time
step At = 0.1h s efficient. In addition, we need to emphasize that the value of € should not be too large, otherwise pseudo
diffusion results will be obtained under the influence of mean curvature caused by the phase field function Eq. (10). The
value of € should not be too small, otherwise computation will be interrupted due to the sharp interface.

4.7. Comparison with previous method

We will perform the numerical tests to compare the topological changes with previous method [65]. They used a level-
set method to track shapes and the deformations by combining the Hadamard’s method and the body-fitted approach.
In this subsection, we compare the results with the simulation of [65]. In order to maximize heat removal through fluid
flow, we need to revise the modified objective function and add a convective term as:

% ) € 5, 1
<E|Vu| —u-f) dx+y/;?<i|v¢| +EF(¢)> dx

1 2
+/ A0 dx+f Traxy? /¢>dX—Vo —f pCou - VT dx,
Q 2 92 2 0 2

subject to Eq. (7)-(8). We assume that the fluid flows into the left side with fixed velocity uy and Ty and flows out of
the right side. It is worth pointing out that minimizing the last term is equivalent to maximize the heat loss with a fix
initial condition of the fluid. We no longer carry out volume restrictions on fluid flux in this numerical test. Therefore,
the objective function can be simplified as:

min)(¢. u. T) = /Q
(41)

minj(6.0.7) = [

2

1 1
B \vap? dx + y/ S|Vl + -F () dx—i—/ ~T? dx
2 o 2 € Q 2

+f M|u|2 dx — </ pCpToug - ds —i—/ oCTu-n ds) ,
2 2 082in 9820ut

where minimizing the last term in Eq. (41) means maximizing the heat flux out, i.e., max fmout oG Tu - n ds, where n is
the out normal vector toward to 92. On the upper and lower boundaries, the Neumann boundary condition is used for
the velocity field and temperature field and the Dirichlet boundary condition is used for the phase field. Since we use no
external forces on the boundary, the divergence free conditions does not rest on the boundary. In addition to the default
parameters, we specify that the other parameters are chosen as: y = 100, 1 : u2 = 0.01 : 0.01, At = h*>, B =0
and f = (0, 0). The initial conditions of phase variable ¢ are demonstrated in Fig. 9(a) and the topological results by the
proposed method are shown in Fig. 9(b). The white line is the 0-contour line and the color map is corresponding to the
norm of the velocity. The closed regions with white lines are considered solid regions(low permeability) in our model. It
is obvious that the corresponding complex topology shape in [65] can also be obtained by our method. Furthermore, we
have to point out that the energy stability can be conserved by our proposed method.

(42)

4.8. Three dimensional test

In this subsection, we applied the topology optimization procedure with diffuser in three dimension as shown in Fig. 10.
The computational domain is chosen as £2 = [0, 10] x [0, 10] x [0, 10] with a 128 x 128 x 128 mesh grid. The initial
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Fig. 9. Topology optimization without volume constraint. (a) Initial condition of phase variable ¢. (b) The results of by the proposed method.

conditions are chosen as

24/2¢
(Y =57+ @z —57%—4) .
0.5(1— tanh , if x=0,
( tan ( Zﬁg 1 X
ux,y,z,0 = _ 5| _ 2 _ 5 _ 2_ 12
0.5 (l—tanh(((ly N Gl ))> if x =10,
Zﬁe

(0,0), otherwise,

T(x,y,2z,0) = ¢(x,y,2,0).

We choose one flow profile on the inflow boundary with center of circles being (0, 5, 5). The radius of the circle is
2. We choose the four flow profile on the outflow boundary with centers of circles being (10, 2.5, 2.5), (10, 7.5, 2.5),
(10, 2.5, 7.5) and (10, 7.5, 7.5), respectively. The radius of all circles equals 1. From Fig. 10(a) to (d), we demonstrate
the dynamical behaviors of the topology optimization with diffuser in three dimension at indicated times t = 0, 3, 6 and
10, respectively. It is obvious that the optimal configuration is smooth, which indicates that our method works well for
solving the three dimensional optimization problem. Furthermore, we demonstrate the evolution of the non-increasing
original energy in the three dimensional domain in Fig. 11. Note that the original energy has been normalized by the
initial energy. The inset figures are the slices (x =5, y = 5, z = 5) of the optimal design results at the indicated times
t = 0, 3, 6 and 10, respectively. It can be seen from Fig. 11, the original energy reaches a steady state at t = 5. The
discrete energy in three dimension dissipates, which confirms that the proposed scheme is stable.

5. Conclusion

In this paper, an efficient topology optimization scheme for the thermal fluid was established, which is influenced by
several constraints, to adaptively design the fluid-solid coupling structure and force the objective energy dissipate. We
used the variational derivation and couple the Stokes equation and the heat transfer equation based on the phase-field
model. We have proved the existence of minimal solutions to the optimization problem under the constraints of multiple
physical fields. The Crank-Nicolson method was applied to discrete the numerical system. We proved the original energy
and the modified energy dissipate in the continuous and discrete framework respectively, which ensured that a larger
time step can be used in our method. The proposed discrete system maintains second-order spatial and temporal accuracy.
Several numerical tests were demonstrated to indicate that the numerical approach is efficient to design the complicated
structures of thermal-fluid flows.
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(a) (b) (c) (d)

Fig. 10. The dynamical behaviors of the topology optimization with diffuser in three dimension. From (a) to (d) right, the indicated times are t = 0,
3, 6 and 10, respectively.
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Fig. 11. The evolution of the non-increasing original energy in the three-dimensional simulation. The inset figures are the slices (x =5,y =5,z =5)
of the optimal design results at the indicated times t = 0, 3, 6 and 10, respectively. The original energy has been normalized by the initial energy.
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